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Introduction

In the field of atomic physics, recent work on experiments of laser 
trapping arrays of neutrally charged atoms has advanced as a 
platform for investigating quantum information and computing. I 
study compare efficiency of experimental methods to detect 
fluorescence curves as well as the computationally efficient 
generation of holograms for creating arrays of laser traps.
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Results: Optimization of the phase pattern generating routine brought 
runtimes down from ~2 seconds to ~4 milliseconds per frame. 
Comparison of detecting procedures highlighted the need for 
preprocessing of images with rolling ball filtering and superior 
performance of the threshold_min algorithm.
Discussion: Further testing of both the SLM phase pattern generation 
and image detection routines on experimental hardware is required to 
fully validate these findings. Future work in development of SLM 
phase retrieval algorithms is especially interesting, as current 
procedures are highly limited and are not guaranteed to converge. 
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Figure: An example comparison of point resolution with and without rolling ball subtraction 
post processing. Bottom Left: Raw camera data. Bottom Right: Camera data after binning 
and post-processing Top Left: Pixel photon counts histogram. Not well resolved
Top Right: Pixel photon counts histogram after post-processing. Effectively bimodal.

Methods:

To build a dataset, I set up a small 2f imaging system and took 40 images of 
various dot patterns. After this, I implemented the binarization and peak 
detection routines with Numpy [1] and Scikit-Image [2], as well as various pre 
and post processing methods including rolling ball filtering [2] and 
convolution. I compared detection fidelity using the function described in [3].

To generate phase patterns efficiently I implemented the modification of the 
Gerchberg-Saxton routine in [4] in CUDA, taking advantage of parallelism 
when performing large summations and convolutions.

Figure: Generated phase pattern (left) and simulated associated light field intensity for an SLM 
(right)

Figure: Comparison of different atom detection algorithms over an image dataset of 40 images. Y-Axis is 
fidelity (1 best), X-Axis is image number.

Scikit’s threshold_min showed the best fidelity on all images.
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